
Mark Zuckerberg 

Chief Executive Officer  

Meta 

1 Hacker Way 

Menlo Park, CA 94025 

 

Dear Mr. Zuckerberg, 

The undersigned–a total of 36 organizations and 37 individual experts on young people’s 

development—write to urge you to immediately cancel plans to lure users aged 13 to 17 to 

Horizon Worlds, and to prohibit minors from using the platform until Meta can demonstrate that 

engaging in such a continually evolving virtual reality (VR) environment is safe for their 

wellbeing.  Considering the well-documented negative impacts of 2D social media on young 

people,1 Meta must wait for more peer-reviewed research on the potential risks of the Metaverse 

to be certain that children and teens would be safe in the immersive experience of the Metaverse.  

A leaked memo obtained by the Wall Street Journal indicates Meta plans to open up Horizon 

Worlds to teens in order to drive profits.2 Meta has invested heavily in Horizon Worlds, and it 

appears that Meta’s investment in VR is failing, and endangering children in the process.3  

A March 2023 report from the Center for Countering Digital Hate (CCDH), Horizon Worlds 

Exposed, found that minors already on your platform are routinely exposed to harassment and 

abuse—including sexually explicit insults and racist, misogynistic, and homophobic 

harassment—and other offensive content.4 This follows CCDH research announced in December 

2021, which found VR Chat, an app for the Oculus Quest headset intended for ages 13 and up,5 
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to be rife with abuse, harassment, and pornographic content directed at minors. CCDH reported 

51 incidents of abusive behavior to Meta, and did not receive any response from you—no report 

of action taken or even acknowledgment of receipt of the complaints.6 

Getting teens to use the platform is essential to Meta’s bottom line because they are potential 

life-long users, and their presence and support can make the platform seem trendy.7 But what 

may be good for your bottom line may be incredibly harmful to young people.  

A growing body of research demonstrates that excessive use of digital devices and social media 

is harmful to adolescents, and that use of social media platforms has contributed to declines in 

youth mental health, thanks to engagement-maximizing platform design that increases exposure 

to harmful content and privacy harms, and encourages unhealthy patterns of use. The Metaverse 

has the potential to ratchet up these risks of harm, and it is disturbing to know that Meta plans to 

lure teenagers into what is already a risky and seemingly lawless place, as documented by the 

aforementioned reports from CCDH. 

Should Meta throw open the doors of these worlds to minors rather than pause to protect them, 

you would, yet again, demonstrate your company to be untrustworthy when it comes to 

safeguarding young people’s best interests. Time and again, you have targeted kids and teens 

with your platforms and turned a blind eye to their harmful impact on young people’s wellbeing, 

even when those harms have come to your attention. When United States Senators Edward J. 

Markey and Richard Blumenthal sent you a letter8 urging you to halt plans to open Horizon 

Worlds to teen users, they cited Meta’s track record of putting profits ahead of children’s safety: 

the Messenger Kids app, intended for kids between the ages of six and 12, contained a serious 

design flaw that allowed children to circumvent limits and interact with strangers;9 Meta has 

failed to stop ads for tobacco, alcohol, and eating disorder content from targeting teens10; Meta’s 

internal research shows that Instagram makes teen girls feel worse about their bodies; and teens 

in the U.S. and United Kingdom have traced their suicidal thoughts to Instagram.11  
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All of these risks of harm to young people from social media and excessive digital device use are 

likely to be present and potentially magnified in the immersive environment of VR. Researchers 

and advocates have identified several types of harms or otherwise unfair practices that must be 

addressed before inviting more young users into a VR environment: 

 

Mental health and wellbeing risks: A growing body of research shows repeated and 

prolonged use of social media platforms by young people has been shown to increase 

depression, anxiety, sleep deprivation, and expose children to harassment, bullying, 

sexual predators.12 On top of that, your products have been shown to encourage 

unhealthy, addiction-like patterns of use in the users of your platforms -- a fact of which 

you have been acutely aware.13 Your business model relies on maximizing user 

engagement and time spent on your platform, regardless of the risks that poses to users of 

any age. As a result, users - including children and teens - are served harmful, attention-

grabbing content that promotes alcohol, drugs, anorexia and unhealthy diets, and 

dangerous challenges.14 As for the Metaverse, there is scant existing research on the 

psychological risks and other health harms facing children and teens there,15 a fact that 

your own company has acknowledged.16 How can your company ensure the safety of 

minors on your platform without research showing it to be safe? 

 

Privacy risks: Young people are targeted in many ways for invasive data collection 

online. These risks are heightened on VR, where there is the prospect of collecting 

physiological data—biomarkers such as faceprints and eye movement data.17 The volume 

of data collected, such as millions of data points about micromovements, leaves users 

with even less knowledge or control about the sensitive data collected. And as with the 

“anonymized” data collected by social media platforms such as Instagram and 
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Facebook,18 anonymized data from VR biometric data recordings can be used to uniquely 

identify individual users. One February 2023 study showed that from a pool of over 

50,000 users of the popular VR game BeatSaber, “a user can be uniquely identified 

amongst the entire pool of 50,000+ with 94.33% accuracy from 100 seconds of motion, 

and with 73.20% accuracy from just 10 seconds of motion.”19 A whole host of inferences 

can be made with just motion data, opening up new privacy risks for users. On top of 

that, VR can exacerbate existing privacy risks and create new ones not present elsewhere, 

such as risks to bystander privacy.20 

 

Targeted marketing risks: Meta and your marketing partners already use adolescents’ 

sensitive data to target them with manipulative behavioral marketing, and to feed them 

algorithm-driven content which is calculated to make it less likely that they will logoff. 

As noted above, VR technologies allow for the collection of more sensitive biometric 

data than traditional digital platforms, and the potential for more sophisticated ad-

targeting.21 With an even larger volume of extremely sensitive data at its disposal, we 

know from Meta’s history what it will do with it– use it to maximize young people’s 

engagement and to target them with behavioral marketing. The result– impressionable 

and vulnerable kids and teens are barraged with powerful messages promoting the 

interests of advertisers, including fostering brand loyalty to an array of goods and 

services. We needn’t look far to see the huge potential for harm from advertising 

targeting teens: e-cigarette company Juul leveraged social media (including Meta’s 

Instagram platform) to hook an entire generation of teens on their dangerous product.22  

 

Risks from unfair marketing practices: In addition to being highly data-driven, today’s 

youth marketing strategies use methods that are inherently unfair and impossible for 

minors to resist or guard against, especially when deployed via immersive applications, 
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including augmented and virtual reality in the Metaverse. These strategies are used to 

make brand and other commercial messages indistinguishable from entertainment content 

in the overall immersive experience. Before marketers are allowed to operate in these 

virtual worlds, Meta must address the whole gamut of unfair marketing practices that 

manipulate and exploit minors’ inherent cognitive limitations, including: neuromarketing 

practices designed to leverage a young person’s emotions and subconscious; influencer 

marketing strategies, including the extensive infrastructure used to deliver, track and 

measure their impact; the integration of online marketing with Internet of Things objects; 

live-streamed gaming experiences meant to foster connectedness to influencers touting 

brands; branded games and other company sponsored apps, and virtual real estate. Far 

from being neutral spaces for social interaction, entertainment, and expression, digital 

platforms are structured to maximize the impact of marketing messages on brand loyalty 

and product sales. Before opening virtual worlds to minors, these unfair marketing 

practices must be put in check.23 

 

Discrimination risks: A growing body of academic research has documented how Big 

Data and AI-driven systems can lead to disparate treatment and disparate impacts on 

communities of color, low-income groups, and other vulnerable members of the 

population. Such data practices can lead to various forms of marketplace discrimination24 

and can exacerbate historical discrimination and existing inequities.25 Facebook’s own ad 

delivery optimization has been shown to lead to discrimination in housing and 

employment ads, forcing you to agree to ongoing independent audits.26 While Meta and 

other social media platforms have made commitments to address discrimination and 

racial justice issues, you have failed to acknowledge their role in the aggressive 

marketing to youth of color, particularly when it comes to unhealthy products.27As most 

digital marketing practices take place completely under the radar of parents, 

policymakers, and health professionals, Meta should commit publicly to addressing these 
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risks and to providing full transparency and accountability to its data practices before 

unleashing them on minors through VR. 

 

Predation risks: The CCDH report Horizon Worlds Exposed found that minors are 

frequently exposed to abuse by adults in Horizon Worlds, including sexually explicit 

insults. Fairplay’s internal examination of Meta’s VR Chat found similar occurrences 

there – in fact, a Fairplay staff member who signed on as a 14-year-old user was 

frequently assaulted by other users, sometimes in groups, in acts of physical and sexual 

violence by other avatars upon theirs. Virtual reality creates the risk of sexual assault in 

real time, under circumstances with the potential to be particularly traumatizing – vivid 

graphics in an immersive environment, and movement hindered by groups of abusive 

users. 

 

Abuse and bullying risks: Social media can be a hotbed of bullying and abuse for 

children and teens in the digital age, that can lead to other harms. In fact, Cyberbullying 

is linked to increased risky behaviors such as smoking and increased risk of suicidal 

ideation.28 CCDH’s research has also found instances of abuse occurring every seven 

minutes in the Metaverse, and has found children are frequently exposed to racist, 

homophobic, and misogynistic harassment from other users.29 

 

It’s very challenging today for parents to discern what happens on various digital platforms and 

to weigh potential impacts on their children’s wellbeing, many of which are still being exposed. 

In fact, “looking over your child’s shoulder” to see what they’re up to is deliberately designed to 

be literally impossible with VR.  

Parents would be shocked to learn what’s going on behind the closed doors of Horizon Worlds, 

where kids and teens are being assaulted with abusive conduct and harmful content, with no one 

to intervene. All of the harms associated with excessive use of social media and digital devices 

have the potential to be exacerbated on VR platforms.  

You announced in October 2021 that “[p]rivacy and safety need to be built into the metaverse 

from day one.”30 While we appreciate that sentiment, we are skeptical given Meta’s long track 

record of targeting young people and only addressing damaging design after harms have 

occurred. This is an opportunity for Meta to change course. It’s time for you to set a standard in 
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the industry for assessing risks to young people first and then making proactive design choices 

consistent with protecting their wellbeing. 

We urge you to protect young people and assist parents by ceasing plans to open Horizon Worlds 

to users under 18 until after Meta has procured independent research which reliably details 

potential impacts on adolescents’ wellbeing, and until Meta has rooted out the dangers of abuse, 

harassment, exposure to harmful content, and the other risks to the wellbeing of children and 

teens discussed herein. 

 

Sincerely,  
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Nathan  Dungan, CEO Share Save Spend, LLC  
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Debbie  Farr, Ph.D, Human Development and Family Studies  
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Dick Gephardt, Co-Chair of the Council for Responsible Social Media  

Jonathan Haidt, Professor of Ethical Leadership, New York University Stern School of Business, 

co-author of The Coddling of the American Mind  
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Kerry Healey, Co-Chair of the Council for Responsible Social Media 

Mindy Holohan, MA, CFLE, Family Science Faculty, Western Michigan University  

Brett Kennedy, Psy.D., licensed Clinical Psychologist  

Velma LaPoint, PhD, Professor of Human Development (Child), Howard University  
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